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Avoiding digital infrastructure failures remains paramount for data center 
owners and operators. This report analyzes recent Uptime Institute data on IT 
and data center outage trends: their causes, costs and consequences.

Executive summary

Uptime Intelligence: actionable insight for the digital infrastructure ecosystem. 

To enquire about an annual subscription to Uptime Intelligence  
(intelligence.uptimeinstitute.com), which includes this report;  
or to purchase this report, please contact info@uptimeinstitute.com

Members of the Uptime Institute Membership Network can download the full report  
on Inside Track: insidetrack.uptimeinstitute.com

Uptime Intelligence is a research subscription service offered by Uptime Institute. It delivers 
in-depth, clear analysis and practical guidance focused on the present and future of data center 
and digital infrastructure strategies, technologies and operations. It serves enterprises that are 
operating their own digital infrastructure or contracting with third parties; providers of colocation, 
cloud and other infrastructure-as-a-service offerings; and suppliers of technology and services to 
all operators of digital infrastructure.

Uptime Institute serves all stakeholders that are responsible for IT service availability through 
industry-leading standards, education, membership, consulting and award programs delivered to 
enterprise organizations and third-party operators, manufacturers and providers. 



Key findings
• Despite increased media attention on 

outages, and a worrying increase in 
cyberattacks, our findings suggest that the 
overall frequency and severity of outages 
is actually decreasing.

• Uptime Institute has used multiple surveys 
of data center managers, and reports from 
our members, along with publicly available 
reports, to produce reliable conclusions 
about trends in data center outages. 
However, all data relating to outages 
should be treated skeptically. Outage 
information is commercially sensitive and 
subject to uncertainty.

• Outages are costly. More than half (54%) 
of the respondents to the 2023 Uptime 
Institute data center survey say their 
most recent significant, serious or severe 
outage cost more than $100,000, with 16% 
saying that their most recent outage cost 
more than $1 million.

• Power issues are consistently the most 
common cause of serious and severe data 
center outages. However, network-related 
issues are the largest single cause of IT 
service outages. 

• Four in five respondents to the 2023 
Uptime Institute data center survey say 
that their most recent serious outage 
could have been prevented with better 
management, processes and configuration. 
This suggests that, as in previous years, 
there is an opportunity to reduce outages 
through training and process review. 

• Uptime data suggests that each year there 
are, on average, 10 to 20 high-profile IT 
outages or data center events globally 
that cause serious or severe financial 
loss, business and customer disruption, 
reputational loss and, in extreme cases, 
loss of life.

This executive summary summarizes the key findings of Uptime 
Intelligence’s Annual outage analysis 2024 report, and includes sample 
pages from the full 29-page report, which is available to Uptime 
Institute members and Uptime Intelligence customers.
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Avoiding digital infrastructure failures remains paramount for data center owners 
and operators. This report analyzes recent Uptime Institute data on IT and data center 
outage trends: their causes, costs and consequences.
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Outage frequency and severity
As the global data center footprint expands to meet new demand, the overall number 
of data center-related outages is expected to increase. However, Uptime data reveals a 
consistent, downward trend in the frequency and severity of outages relative to the overall 
growth in IT. This trend has been observed for several years. 

More than half (55%) of operator respondents to the 2023 Uptime Institute data center 
survey report having an outage in the past three years — down from 60% in 2022 and 
69% in 2021. At the same time, only one in 10 outages in 2023 was categorized as either 
serious or severe (see Figure 1). This is an improvement of four percentage points from 
the 2022 response and an improvement of 10 percentage points compared with 2021. 
When analyzing this data, Uptime focuses on data center outages and not all IT service 
outages. To collect more precise survey data and to improve accuracy, respondents to 
our annual survey are now asked about outages at the specific facility that they are most 
familiar with, rather than the largest site within the data center operator’s organization. 
This may have led to some shifts in the data — however, our control questions suggest the 
effect on longitudinal comparisons has been minor.

Figure 1 While majority of operators experienced an outage, most had negligible impact
On a scale of 1 (negligible) to 5 (severe) how would you classify your data center’s most 
impactful outage in the past three years, either in your own facility or because of a third-party 
service provider? (n=781)

UPTIME INSTITUTE GLOBAL SURVEY OF IT AND DATA CENTER MANAGERS 2023

(Responses for "Don't know" are not included.)

Negligible

Minimal

Significant

Serious

Severe

55%45%
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6%
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32%

41%

YESNO

Did you 
experience an 
outage in the 

past three 
years?
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What do these outage rates tell us? The answer is complicated because the technology is 
never static and external factors (such as weather or utility reliability) can play a significant 
role. Uptime Intelligence can, however, make the following observations:

• Overall decrease. The data collected over several years suggests that outages are 
decreasing relative to the overall rise in IT. This is likely due to many different reasons 
(see below). 

• No complacency. Although the outage frequency has decreased, there is no room 
for (or any sign of) complacency. Instead, there is strong consensus across the 
sector, including among regulators, that outage rates are still concerning. The high 
financial and/or reputational costs, which can result from a data center outage, mean 
that resiliency consistently registers as one of the top concerns among industry 
stakeholders and is a strong driver of investment. 

• Public cloud. The move to the public cloud does not necessarily mean that there will 
be fewer outages. However, it may mean that, for example, “third-party supplier” is 
registered as the cause of more IT service disruptions while fewer on-premises data 
center outages are recorded. 

• Long COVID. The COVID-19 pandemic had a significant impact on the data center 
industry, particularly in terms of decreasing and then increasing demand, straining 
supply chains and distorting outage rates. These aftershocks are still being felt in 
2024, even if indirectly, while their longer-term impact remains unclear. For example, 
supply chain disruptions continue to stall capital projects, which has led many 
organizations to delay maintenance and infrastructure upgrades. It is possible that 
these factors have temporarily reduced the rate of incidents, which can sometimes 
cause an outage, and that a rebound effect in the near- to medium-term will be seen. 

• Grid instability. There is evidence that the global shift toward more transactive, dynamic 
and renewable power grids is reducing, or will reduce, grid reliability. If this is the case, 
data centers may experience an increase in outages. Many outages occur when an 
uninterruptible power supply (UPS) or generator fails to respond to a grid disruption.

• Climate change. Extreme weather events — such as high and low temperatures, 
high winds and floods, and forest fires — exacerbated by climate change have been 
associated with data center outages over the past few years. This trend is likely to 
intensify and will increase the outage risks until pre-emptive action is taken. 

• Adoption of new technology. To comply with anticipated and recently passed 
regulations around the reporting and improvement of resiliency and energy 
performance, operators may adopt technologies and practices that require careful 
management. These may even add new risks, for example: 

•  The use of distributed, software-based resiliency (i.e., moving traffic and workloads 
dynamically) can reduce outage risks and their associated impact over time, but 
during an introductory period, these may increase. 

•  The use of liquid cooling may reduce some thermal risks, but the impact of 
component failure may reduce thermal ride-through times, which, in some cases, 
increases risk. 

KEYNOTE REPORT:  Annual outage analysis 2024
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Despite the increase in risk factors, Uptime’s annual survey data up to 2023 suggests that 
the rate of outages per facility is falling. What could be driving this trend? One factor stands 
out: Uptime research finds that, year-on-year, most organizations are investing more in 
physical infrastructure redundancy (see Figure 2). 

This trend contradicts expectations that multisite approaches will undermine expensive, 
physical site redundancy strategies. While the industry may indeed move further toward 
distributed and software-based resiliency models, maintaining and increasing site-level 
redundancy remains a high priority for most operators. 

Figure 2 Physical site redundancy still climbing
How have redundancy levels changed in the past three to five years in your data center?

 

PUBLICLY REPORTED OUTAGES

Major public outages — the headline makers
In addition to regular resiliency and other surveys, Uptime Intelligence also tracks 
major (sometimes high-profile) outages that are reported by the media or other 
publicly available sources, such as social media and government. These collected and 
aggregated reports provide further insights into the nature and impact of outages.

Table 3 shows the number of outage reports Uptime collected from publicly available 
sources over the past eight years. The numbers do not necessarily represent the 
underlying number of outages. In recent years, media and social media have reported 
an increasing number of outages, even though many are trivial and the reports are 
sometimes inaccurate. Therefore, we no longer collect reports of small, category 1 
outages where it is difficult to verify details and where no great financial loss, disruption 
or reputational damage occurred. In 2023, Uptime collected details of 110 outages.

Colocation / data center provider (n=186)

Cloud / hosting / SaaS provider (n=46)

 (All figures rounded.) 
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POWER

POWER

POWER

COOLING

COOLING

COOLING

Enterprise (n=346)

39% 58% 3%

37% 61% 1%

35% 60% 4%

33% 64% 3%

37% 61% 2%

33% 63% 4%

Increased redundancy No change Decreased redundancy
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Outage causes
Establishing the root cause of a data center outage is imperative for preventing repeat 
instances of disruption and for identifying areas that require greater investment to mitigate 
the risks. However, assessing outage data poses challenges due to the multifaceted nature 
of most incidents, which often stem from a combination of factors. 

Uptime’s annual surveys consistently show that disruptions to on-site power distribution 
are the most common cause behind impactful outages (see Figure 4). This is unsurprising 
given the intolerance of IT hardware to any significant power disturbances, such as voltage 
fluctuations or complete loss of power, that last more than fractions of a second. 

Conversely, failures or underperformance of cooling equipment are generally tolerated for 
longer durations, often measured in minutes, due to thermal ride-through mechanisms 
or network traffic redirection capabilities. While IT-originating failures may occur more 
frequently, they often have isolated, minor effects that go unrecorded and primarily impact 
specific applications or datasets.

Third-party provider issues have seen a marginal but consistent uptick since 2020, rising 
by five percentage points to account for nearly one in 10 outages in 2023. This steady 
increase reflects the growing reliance on cloud / hosting, software as a service (SaaS)  
and colocation providers.

Figure 4 Power remains the number one root cause of outages
What was the primary cause of your data center’s most recent impactful incident or outage? 
(n=108)

UPTIME INSTITUTE GLOBAL SURVEY OF IT AND DATA CENTER MANAGERS 2023
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IT systems (hardware / software)

Information security-related

Fire / fire suppression

Not known
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PUBLICLY REPORTED OUTAGES

Commercial operators in the limelight 
Over the past eight years, third-party commercial operators of IT and/or data centers 
combined (cloud / internet giants, digital services, telecommunications, etc.) have 
accounted for more than two-thirds (67%) of publicly reported outages recorded by Uptime 
(see Figure 7). This reflects the growth of professional, outsourced IT services, from 
colocation to cloud and hosting. Moving to third-party venues and services may reduce 
risks but failures still occur, and they can be very serious. 

Compared with the average over this period, financial sector outages fell in both 2022 and 
2023. This may be influenced by stricter regulations and oversight following a series of 
large, high-impact outages before 2021. 

The telecommunications sector, on the other hand, has experienced an uptick in outages. 
This has been driven by various factors: rising demand for connectivity and capacity 
across all sectors has put a strain on networks and legacy infrastructure, while the 
criticality of mobile networks, in particular, means outages can have an outsized impact. 
The increasing use of standardized and less expensive data centers — compared with 
earlier, resilient but limited designs — may have increased some risks while lessening 
others. The adoption of technologies, such as software-defined networking, 5G and 
network function virtualization, adds complexity to these systems.

 Figure 7  Publicly reported outages by sector, 2016 to 2023 

2016-2023
(n=n=696)

2023 (n=99)

UPTIME INSTITUTE 2024

Cloud / internet giant

Digital services

Financial services

Government

Telecoms

Transportation

21%

25%

24%

19%

21%

9%

7%

7%

7%

8%

22%

(Only top 6 outage categories are shown.)
(Category 1, negligible, outages and outages in which the root 

cause was not determined or disclosed are omitted for all years.)

30%
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The human factor
Data center operators face considerable challenges when it comes to preventing and 
mitigating downtime caused by human error. This is because failures can stem from 
various factors, such as the adequacy of training, the effectiveness of procedures in place, 
staff fatigue, resource availability and the complexity of equipment operation. There is also 
uncertainty around how such incidents should be defined; for instance, whether a machine 
failure caused by a software error at the factory constitutes human error.

As a result, Uptime tends to analyze human error as a contributing factor rather than the 
sole or primary cause of outages. Drawing on 25 years of data, Uptime estimates that 
human error, whether directly or indirectly, contributes to a significant majority — ranging 
from two-thirds to four-fifths — of all downtime incidents.

In recent surveys on resiliency, Uptime has tried to understand how the makeup of some of 
these failures relates to human error. Figure 13 shows that human error-related outages 
are mostly caused either by staff failing to follow procedures (even if they have been 
agreed upon and codified) or by the procedures themselves being inadequate.

Figure 13  Most common causes of major human error-related outages
Has your organization experienced a significant, serious, or severe IT service outage(s) that was 
caused by human error over the past three years? If so, what are their most common causes? 
Choose no more than three. (n=418)

51%
NO 

10%
 

39%
YES 

Don’t
know

10%Data center design
or omissions

14%Preventative maintenance
frequency issues

15%Insu�cient sta�

20%

Installation issues

45%Incorrect sta� processes
 / procedures

48%Data center sta� failing
to follow procedure

23%

In-service issues

UPTIME INSTITUTE DATA CENTER RESILIENCY SURVEY 2024

(Responses for "Other" and "Don't know" are not included.)
(The sum percentages for most common causes exceed 100% due to respondents being asked to choose up to three options.)
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We hope you found this executive summary of our Annual outage analysis 2024 
report valuable. 

The full report analyzes the outage catergories and the primary causes 
of outages in more detail. It also includes an updated review of the cost of 
outages, based on our latest survey data and research.

The full report is available to Uptime Institute members and Uptime 
Intelligence customers.

About Uptime Institute
Uptime Institute is the Global Digital Infrastructure Authority. Its Tier Standard is the IT industry’s most 
trusted and adopted global standard for the proper design, construction, and operation of data centers 
— the backbone of the digital economy. For over 30 years, the company has served as the standard for 
data center reliability, sustainability, and efficiency, providing customers assurance that their digital 
infrastructure can perform at a level that is consistent with their business needs across a wide array 
of operating conditions. With its data center Tier Standard & Certifications, Management & Operations 
reviews, broad range of related risk and performance assessments, and accredited educational curriculum 
completed by over 10,000 data center professionals, Uptime Institute has helped thousands of companies, 
in over 100 countries to optimize critical IT assets while managing costs, resources, and efficiency.

Uptime Institute is headquartered in New York, NY, with offices in London, Sao Paulo, Dubai, Riyadh, 
Singapore, and Taipei.

For more information, please visit www.uptimeinstitute.com

All general queries
Uptime Institute 

405 Lexington Avenue  

9th Floor 

New York, NY 10174, USA 

+1 212 505 3030 

info@uptimeinstitute.com

For information on becoming a member, please visit:
uptimeinstitute.com/ui-network

For media enquiries, please contact:
publicrelations@uptimeinstitute.com

To discuss issues with the authors, please email: 
research@uptimeinstitute.com

For more information: 
info@uptimeinstitute.com 
+1 212 505 3030
Or contact a local Uptime Institute representative

To enquire about an annual subscription, which includes this report; 
or to purchase this report, please contact info@uptimeinstitute.com
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